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Breaker height is a key parameter of nearshore processes and the demand for a continuous remote estimator
is pressing. In this paper we present a standalone remote video-based method that estimates wave height at
the breakpoint. Individual breaking events are first identified from changes in optical properties and wave
height is further derived from the optical signature at the onset of breaking. An extended validation is per-
formed using a dense wave basin dataset. The results show the ability of the method to measure individual
breaker heights (9% of mean error, 18% RMS). In addition, the unique combination of in situ and remotely
sensed data allows the estimation of two other breaking-related parameters, the height-to-depth ratio and
wave front face slope, which show a substantial amount of dispersion. Because nearshore video systems
are rapidly spreading over world coasts, this low-cost remote breaker height estimator should encounter
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1. Introduction

One of the most important parameters for the description and
modelling of nearshore hydrodynamics is the wave height and its spa-
tial and temporal distribution. Its variation from deep water to the
shore primarily depends on the offshore wave characteristics and the
bathymetry over which propagation takes place. Other complex aspects,
such as nonlinear effects or wave-current interactions, can also influ-
ence wave height evolution in the nearshore (Svendsen, 2006). Due to
its complexity, the nearshore wave height remains a difficult parameter
to estimate. Moreover, up to now, direct wave measurements are costly,
laborious and limited to short term and localized field observations car-
ried out on an energetic and potentially hazardous environment.

Within the scope of the current development of integrated coastal
zone management, data assimilation methods based on remotely sensed
parameters (e.g. BeachWizard, van Dongeren et al., 2008) have gained
support. For instance, standard remote sensing techniques based on op-
tical imagery (video, see Holman and Stanley, 2007 for a review) can
produce good estimates of the nearshore bathymetry through depth-
inversion algorithms, where wave celerities or a proxy for wave breaking
energy dissipation are used as input (Stockdon and Holman, 2000; van
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Dongeren et al.,, 2008). Despite the adverse effect of wave nonlinearity
on the accuracy of bathymetric estimates in shallow water (Catalan
and Haller, 2008) wave height data is either neglected or, at best, de-
duced from offshore wave gages or numerical models. Regarding the lat-
ter, besides requiring an estimated bathymetry, the accuracy of the
resulting nearshore wave climates is doubtful over complex bathyme-
tries and under highly energetic conditions (Huntley et al, 2009).
Phase averaging models (e.g. SWAN, Booij et al., 1999) are commonly
used to propagate wave height (H) from deep water to the shore but
this might result in non-negligible errors in the breaker height estima-
tion (Hp,) (e.g. Browne et al., 2007) and ultimately in the accuracy of
bathymetric assessment using depth-inversion methods.

This emphasizes the need of a local, remotely sensed observation
of wave height in the nearshore zone. A remote sensing approach
has the potentiality to overcome some of the difficulties typically en-
countered in the field for energetic wave conditions while providing
synoptic measurements with large spatial and long temporal cover-
age, at affordable operational costs. Moreover, remotely sensed data
can provide additional wave information on breaking related param-
eters such as the location and frequency of occurrence (Aarninkhof
et al., 2005; Catalan and Haller, 2008; Haller and Catalan, 2009).

A few studies have attempted estimating wave heights from video-
based remote sensing systems. Hilmer (2005) proposed to estimate Hy,
by rectifying images to a vertical plane, approximating a constant dis-
tance between the breakpoint and the camera. The study site was a
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corral reef barrier located 500 m from the camera with wave measure-
ments located in deep water. Other studies computed wave height
from a moored pole or buoy in the nearshore (Kim et al., 2008). The hor-
izontal distance between camera and the wave front was thus fixed and
only the vertical displacement was considered. Other methods used the
position of the breakpoint (x;,) to estimate Hp,. Such methods are based
on the tracking of the individual breakpoint (Pradal et al., 2002; Yoo et
al,, 2011) or of the seaward edge of the time-averaged surf zone position
(VISSER project, Holland et al., 2002, Huntley et al., 2009). H,, is then es-
timated using a constant H,-to-depth ratio as breaking criterion. It can be
noted that these methods require a known bathymetry to estimate wave
height, which is seldom available. On the other hand, microwave sys-
tems have been used to estimate statistical wave height parameters in
deep water (Borge et al., 2004), but the applicability to the nearshore
has not been demonstrated yet.

In this paper we present a relatively simple method to estimate the
location of the breakpoint x;, and the wave height at breaking H;, on a
wave-by-wave basis, based solely on video data. Validation is performed
using collocated wave measurements from a laboratory experiment.

2. Experimental setup

The laboratory experiment was undertaken in 2008 at the multidir-
ectional basin of the SOGREAH (LHF facility, France; Michallet et al.,
2010, Castelle et al., 2010). The basin extent was 30 m in both cross-
shore (X =0 at the wavemaker) and alongshore (Y =0 at the basin bor-
der closer to the camera) directions and comprised 60 independently-
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Fig. 1. (a) Schematic diagram of the experimental setup. (b) Cross-shore variation in
significant wave height (c) Bathymetric profiles.

controlled piston-type wavemakers (Fig. 1a). Free surface displacements
were measured at 50 Hz using 18 capacitive gages deployed every 1 m
on a movable structure extending in the cross-shore direction. Each ex-
periment consisted of repetitions of 20-min sequences of irregular
waves complying with a JONSWAP spectrum. The different runs corre-
spond to the same wave sequence but different long-shore positions of
the sliding rail that supports the gages. In this study, we consider two
contrasted experiments; experiment 34 with a significant wave height
of Hy=18 cm at the wavemaker and a peak period T, = 3.5 s and exper-
iment 43 with rather short-crested waves Hs=23 cm and T,=2.3s
(Fig. 1b).

The bathymetry consisted of a sandy moveable bed resulting in
the formation of a nature-like three-dimensional surfzone bar and
rip features. In this study, we consider two topographic profiles; one
at Y=18 m, in a rather monotonic bathymetric area, and a second
at a rather barred profile, located at Y=12 m (Fig. 1c).

A 720x 576-pixel video camera was installed at the basin corner
(Fig. 1a). Video grabbed wave-runs at 25 frames per second rate and
was post-synchronized with the free surface time series. Rectification
of images from pixel coordinates into basin coordinates was accom-
plished by direct linear transformation using 29 ground survey points
(Holland et al., 1997) after a correction of the lens radial distortion. Al-
though varying somewhat throughout the field of view, the cross-shore
horizontal footprint was less than 15 cm in the region of interest.

20-minute timestack images were generated at pixels collocated
with cross-shore gages. The lighting of this indoor experiment was
designed to be diffusive thus allowing identification of the wave tra-
jectory before and after breaking. An illustration of resulting time-
stack image is shown in Fig. 2a.

3. Method of breaking wave height extraction from video imagery

The method relies on the abrupt change of wave optical characteris-
tics at the breakpoint. Offshore of the breakpoint, the main imaging
mechanism corresponds to surface reflections, which are characterized
by a narrow dynamic range in optical pixel intensity (Lynch and
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Fig. 2. (a) Raw cross-shore timestack image aligned with the Y=18 m profile (cf.
Fig. 1). It can be seen the wave's propagation from deep water (up) to the beach
(down) over time (from left to right). (b) Resulting time-filtered image. (c) Roller
identification (red zones) by application of a pixel intensity threshold. White circles
represent the location of identified breakpoints.(For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)

j.coastaleng.2011.12.004

Please cite this article as: Almar, R,, et al., A new breaking wave height direct estimator from video imagery, Coast. Eng. (2011), doi:10.1016/



http://dx.doi.org/10.1016/j.coastaleng.2011.12.004
http://dx.doi.org/10.1016/j.coastaleng.2011.12.004

R. Almar et al. / Coastal Engineering xxx (2011) xXx-XxX 3

Livingston, 1995). Then, as the wave breaks, the turbulent air-water
mixture is a source of diffuse reflections. As a result, a large jump in in-
tensity is present when the wave breaks (e.g. Catalan et al, 2011).
Therefore, an abrupt change in optical pixel intensity is associated to
the onset of breaking and further to Hy, on a wave-by-wave basis.

3.1. Determination of the breakpoint position

As seen in Fig. 2a, the wave signature is the dominant structure in
the signal, although in the surf zone some spurious signals exist due
to remnant foam induced by breaking or other perturbations (e.g. ca-
bles, spurious optical reflexions). To minimize their influence on the
analysis, the raw timestack image is time-domain filtered around
the wave period [T—2s; T+2s] using a running average. A
sample-filtered image is shown in Fig. 2b. It is worth noting that the
period is computed from an offshore pixel intensity timeserie (14%
error on the estimated period) using a mean zero-crossing method
(Almar et al., 2008).

Next, an intensity threshold is used to discriminate between
breaking and non-breaking pixels, similarly to the method described
in Catalan and Haller (2008). As the intensity of breaking waves is sig-
nificantly larger (I>80) than that of non-breaking waves (I~10), the
roller contour determination is rather insensitive to the chosen
threshold value; a value =40 was applied. Pixels above the thresh-
old are grouped by proximity and associated to individual breaking
waves. The results of the discrimination procedure are shown in
Fig. 2c. It can be seen that most of the events are well retrieved, al-
though some of the smaller breaking waves are ignored. Finally, the
cross-shore breakpoint location, xp,, and the time t;, of the breaking
point are given by the coordinates in space and time of the most off-
shore point of each group.

3.2. Breaker height extraction

Once individual breakpoints are localized, it is possible to extract
the local breaker height Hy,, based on the intensity signal and basic
geometrical relations. In order to illustrate the Hy, estimation proce-
dure, we show in Fig. 3 the evolution of the intensity signal during
the onset of an individual breaking event (Fig. 3a). Fig. 3b represents
the cross-shore intensity profile at three different times; prior to
breaking, t, — 0.4 s, at t,, and shortly after the breaking has occurred,
t, + 0.4 s. Prior to breaking (t, — 0.4 s), the wave front is associated to
weak intensities and a small dynamic range. As breaking initiates (),

300 400 500
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Fig. 3. (a) Timestack image centred on an individual breaking event; the black box rep-
resents a 0.4 seconds time window. Waves propagate from left to the right, the beach
being located on the right. Related profiles of (b) pixel intensity anomaly I (pass-band
time filtered) at successive time steps: t; =t, —0.4s, t, =t and t3 =t, +- 0.4 s. (c) Stan-
dard deviation (o) over the 0.4 s time-window identified in a). L represents the hori-
zontal projection of the wave face covered by the roller.

a clear intensity peak appears at the wave crest. Next, as the roller de-
velops and foam slides toward the wave trough (from t, to t, + 0.4 s),
the pixel intensity at the peak increases. As the wave continues to break,
the horizontal extension of the intensity peak is no longer only associat-
ed to the wave face but to roller propagation and remaining foam. For
this reason, breaker height can only be computed at xy,.

The estimation of H, relies on the sudden variation of intensity
values associated to breaking inception. For each video-identified
breaker, a standard deviation o of the time series of pixel intensity is
computed on a time-window At centred on t, (see the black box in
Fig. 3a), thus letting the roller to extend over the wave face. 0 measures
the intensity variation within At and allows to identify the positions
where the breaking inception induces a sudden increase of pixel inten-
sity. A time window of At=0.4 s has been chosen based on empirical
assessments since most of the different breaking event types encoun-
tered during the experiments have been correctly captured. The o cal-
culated at each cross-shore position shown in Fig. 3¢ presents a large
peak at x;, (around pixel i=250, Fig. 3b). This peak is the signature of
the white incipient roller while extending on the wave front face at
the first moments of breaking. Even if this wave front face is actually in-
clined, it appears in the video images as projected in a horizontal plan.
The width of the peak can thus be associated to the horizontal projec-
tion of the wave face covered by the roller (L). L is defined as the
width (in pixels) at the half peak. L is further converted into meters
unit, knowing the pixel footprint resolution.

Finally, the horizontal distance L is projected into a vertical Hp.
This is achieved through simple geometrical relations. A first rough
estimation of H,, is obtained from the known camera viewangle (f3),
assuming that the wave face is vertical:

H, = Ltanp (1)

However, the fact that wave front slope at breaking (a,) can differ
significantly from vertical should be further taken into account. For
example, Govender et al. (2002) estimated using video imaging that
plunging waves start breaking for o, ~ 30°. In our methodology, we
choose this value commonly used as a breaking criterion in numerical
breaking parameterizations (e.g. Cienfuegos et al. 2010). From these
considerations, a geometrical correction on L (Fig. 4) is defined as:

Cor = tan 3 (2)

tana,

Where 3 is small and can be approximated constant for all individ-
ual breakers. In the present case, 3 is close to 9.5°.

The estimate of Hy, in Eq. (1) is then further refined, taking into ac-
count the breaker front face slope a, (see Fig. 4). The latter provides
the following relation:

Hy = (L—Cor) tan 3 3)

Fig. 4. Scheme of the method principle. Camera viewangle is 3 and o, is the wave front
face slope. Roller appears as a dashed oval. L is the wave roller horizontal projection,
Cor a correction taking into account o, and Hy, is the actual breaker height.
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Fig. 5. Superposition of free surface elevation timestack (in cm) with contours denoting
the occurrence of wave breaking identified from video data (black). Red circles stand
for detected position of video-identified breakpoints. (For interpretation of the refer-
ences to color in this figure legend, the reader is referred to the web version of this
article.)

4. Results

The complementarity and consistency of composite in situ-remote
data is demonstrated in Fig. 5 where synchronized time series of mea-
sured surface elevation and video-derived breaker contours are
superimposed. It can be seen that breaking occurs earlier for the larg-
est waves. Using this dense dataset, the video estimator for the break-
er height, H;, can be validated at each breaker location x, without the
need of extrapolating wave height values from distant wave gages as
was done previously (Hilmer, 2005; Huntley et al., 2009).

4.1. Validation of our direct Hy, video-method estimator

First is validated the performance of the automated algorithm in es-
timating x,, and L. Automated and manual estimations of both parame-
ters are compared for video-identified breakers of the experiment 34, at
Y= 18 m. From a total of 205 breakers detected, we choose 187 for fur-
ther consideration, the remainder being disregarded because they rep-
resent evident spurious points (e.g. incoherent video signal resulting
from beach-reflected waves interference, breakpoint detected too
close to the shore due to intermittent breaking). The comparison of
automatically- and manually-obtained x,, is presented in Fig. 6a where
a very good agreement is observed (r*=0.94). The regression slope
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Fig. 7. Timeseries of free surface elevations at X=11.3 m (blue), 12.3 m (green) and
13.3 m (red), experiment 34 at Y=18 m. Closest (in time and space) video-derived
Hy, (circles) and gage-derived Hy (stars). (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this article.)

value (1.02) indicates the absence of substantial bias. The comparison
of L (Fig. 6b) also indicates unbiased values (regression slope close to
1) though data are more scattered in this case (r> = 0.68).

The global method performance on H, estimation is validated
next, by comparing for each event, the video-derived H, against
wave height at the closest gage estimated by a zero-crossing method.
Time series of free surface elevations from three consecutives gages
are plotted in Fig. 7. Video-derived H,, at the closest point, in time
and space, are also plotted in the same figure. This allows to deter-
mine the closest measured wave height (noted H,). As shown in
Fig. 8, the comparison of video- and gage-derived wave height for
both experiments 34 and 43 presents a good consistency, with a
total linear regression slope of 0.96 (r?=0.43). The mean and RMS
differences are —1.92 cm (i.e. underestimation of video) and 3.9 cm,
which represents respectively 9.4% and 18% of gages-derived Hg.

4.2. Video-derived H,-to-depth ratio and indirect H, parameterisation

To go into further details, we compare the performances of our di-
rect Hp video-method estimator to a parametric one, previously used
in video studies and which necessitates a known depth (Yoo et al.,
2011). In this parameterization, Hy, is estimated from the local depth,
supposing a constant Hy-to-depth (7y;,) value as breaking criterion. vy
is a crucial parameter because it is commonly used as breaking incep-
tion criterion. Numerous observations indicated that vy, ranges between
0.3 and 1, varying with the Irribarren number (Svendsen, 2006). In our
composite in situ-video study, <y, is estimated by extracting the local
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depth and Hj, at the video-identified breakpoints (X, ty). Yp is further
applied to a parameterization of Hy,

For two chosen cases were derived the distributions of y for all pass-
ing waves (breaker and non-breakers) at the gage near the breakpoint
position (X=12 m) (Fig. 9a) and for uniquely the incipient breakers
(video-identified at xy,, t,) (Fig. 9b). It can clearly be seen that -y, has a
limited range of values in comparison with . The average y;, value com-
puted from all video-identified breakers is 0.67. Using y, =0.67, the
comparison of the Hy, parameterization against measurements indicates
a relatively good consistency (r>=0.36), 2.3cm (11%) and 4.1 cm

50

(19%) for respectively mean and RMS differences. Interestingly, these
performances are similar to the ones obtained with our direct Hy,
video-method estimator that not necessitates information on the un-
derlying bathymetry.

5. Discussion
In contrast with previous H,, predictors from video, our remote es-

timations were adequately compared to co-localized gages measure-
ments. Although the method's validation holds on laboratory data, it
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Fig. 9. Distributions of y computed from all waves (i.e. shoaling waves, breakers and broken waves) passing through a sensor position at X=12.3 m (left) and only for breakers (i.e.
waves at the breaking point) identified from video for 7 m<X<15 m (right); experiment 44 at Y= 18 m (top) and experiment 34 at Y= 18 m (bottom).
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should be readily applied to the field, particularly given the possibility
to have diffuse lighting due to overcast skies.

The wave front face slope at breaking a, is a source of uncertainty
for the method. However, a direct estimation of cy, is not an easy task
(Duncan, 1981; Govender et al., 2002). From the gage time-series
(see Fig. 7), a is computed as the slope (in m/s) of the first 0.1 s
ahead of the wave crest divided by the characteristic celerity for
surf-zone waves ¢ =1.2*sqrt(gh) (Tissier et al., 2011). Noteworthy,
¢ can also be computed from cross-shore arrays of gages. a is plotted
as a function of v for all waves at the mean breakpoint location in
Fig. 10a and for video-identified incipient breakers (noted oy,) in
Fig. 10b. The correlation between « and 7y is good (0.85). As observed
between 7y and y;, (see Fig. 9), oy, presents a narrower range of values
than a. The average value from all identified breakers is oy, =23°. As
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shown in Fig. 10, a4, has an important wave-to-wave scatter, thus af-
fecting the method-derived Hy, estimate which is based on a constant
ay, value. From geometrical considerations, this noise effect is higher
for small-slope waves.

The second main source of uncertainty in the method comes from
the roller inception process. First, it has to be assumed that the roller
develops rapidly at the onset of breaking and secondly that it then ex-
tends to a constant fraction of the wave front face (Rgac). We address
the assumption by estimating L on a time-window long enough to let
the roller develop completely, roughly one tenth of the wave phase.
For the constant Rg,c assumption, a full coverage can be considered
valid as a first approximation for the dataset presented in this
paper, from the combination of rather reflective beach and energetic
wave conditions (Castelle et al., 2010). However, it might not cope
with a softly spilling breaker for which the roller not always fully ex-
tends over all the wave faces (Haller and Catalan, 2009). This could
cause an underestimation of video-derived H;,, when compared to di-
rect measurements.

A sensitivity analysis was performed to help with a rational choice
on the couple (o, Rgac) and to understand their combined influence
on the method performance. Mean (Fig. 11a) and RMS (Fig. 11b) errors
are computed for varying o, and Ry, values. It is seen that the errors
can be minimized for different values of (o, Reac). Whereas the blind-
approximated combination (o4, =30°, full coverage Rga.c=1) applied
in this paper gave good results, using the estimate oy, =24° allows an
error minimization, if combined to Rg,.=0.8. Plunging breakers are
characterized by larger values of both a4, and Rg.,c compared to spilling
breakers. This is therefore a further validation of the method that cor-
rectly estimates H,, for both plunging and spilling breakers.

It should also be emphasized that, as explained previously, the
video breaker-identification process could miss the smallest breakers
(weak optical signature due to small footprint) and thus has a ten-
dency to preferentially select larger waves. As a consequence, while
compared to gage-derived statistical wave parameters, our dataset-
averaged H,, is very close (within a few percents difference) to the
significant wave height obtained from gage measurements.

The performances of our direct Hy, estimator are similar to those
obtained with the Hp parameterization, but without the need of a
known bathymetry. This point is crucial and thus of special interest
for assimilation and long-term video monitoring systems. Of note,
our video wave estimator (Hp, X,) is now being implemented with
success in bathymetric inversion algorithms and video data assimila-
tion schemes (Almar et al,, 2011) to account for non-linear wave
propagation in the nearshore, reaching an error reduction from linear
theory up to 16%.
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Fig. 11. (a) RMS error and (b) mean error of the method computed from all video-identified breakers as a function of the fraction of the wave face covered by the roller parameter

Rirac and for various values of oy, from 20° to 40°.
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6. Conclusions

This paper presents a standalone direct breaker height estimator
from remote video imagery. Optical characteristics of individual
waves are processed along cross-shore transects. Breakpoint posi-
tions are identified from the sudden variation in optical properties
arising from the change of specular (weak intensity) to diffusive re-
flexion (large intensity). Breaker heights are derived at the break-
points from the detected extension of incipient rollers on wave
faces, assuming a constant breaker slope and a constant fraction of
wave face covered by the roller.

A good agreement is found between the automated and manual
estimation of breaking optical characteristics, that are, the breakpoint
position and roller extension at breakpoint. The comparison of mea-
sured and video-derived wave heights at the breakpoint shows a
good consistency. Mean and RMS differences represent respectively
only 9% and 18% of measured heights, which proves the ability of
our video-method to estimate this key parameter. Interestingly, our
composite gage-video dataset offers the new possibility of evaluating
other breaking-related parameters, such as the breaking wave slope
(23°) and height-to-depth ratio (0.68), both showing a substantial
variability. These parameters were applied to understand method
performance and sources of uncertainty.

This remote, standalone, and low-cost wave height estimator per-
mits to estimate a key parameter and will support new developments
in coastal engineering research; particularly within the scope of cur-
rent strong efforts in data-assimilation and continuous observation.
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